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Abstract. In today’s knowledge-intensive engineering environment, information 
management is an important and essential activity. However, existing researches 
of Engineering Information Management (EIM) mainly focused on numerical 
data such as computer models and process data. Textual data, especially the case 
of free texts, which constitute a significant part of engineering information, have 
been somewhat ignored, mainly due to their lack of structure and the noisy 
information contained in them. Since summarization is a process to distill 
important information from source documents and at the same time remove 
irrelevant and redundant information, it could address the obstacles for handling 
textual data in EIM. Moreover, text summarization could address the increasing 
demand to integrate information from multiple documents and reduce the time in 
acquiring useful information from massive textual data in the engineering domain. 
This paper discusses in detail the need to apply text summarization in EIM and 
introduces a case study in summarizing multiple online customer reviews.  

Keywords: Automatic Text Summarization, Engineering Information Manage-
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1   Textual Information Within Engineering Domain  

Information management is an important and essential activity in today’s knowledge-
intensive engineering environment. Information lies at the core of a modern 
engineering environment, comprising not only numerical data but also textual data. 
Effective and efficient information management is one of the key factors by which 
industrial and engineering performance can be greatly improved [1]. 

However, most existing Engineering Information Management (EIM) applications 
focus on the handling of numerical data. Textual data, such as technical papers, patent 
documents, e-mails and customer reviews, which constitute a significant part of 
engineering information, have been somewhat ignored. There are probably three 
major reasons for this lack of attention: 
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• Numerical data are well structured and organized in databases, making them 
relatively easy to handle. In comparison, textual data are usually stored as 
unstructured free texts or semi-structured data so that there is a greater level of 
difficulty in handling textual databases. 

• Compared to the clean and purified numerical data, textual data contain a lot 
of noisy and redundant information.  

• Most existing EIM applications have focused on design and manufacturing 
phases in which numerical information dominates.  

As with numerical data, textual data offer a wealth of information in engineering 
activities, especially with the explosive growth of enterprise Intranet and the Internet 
[2, 3]. There has been an increasing demand of advanced techniques to reduce the 
time in acquiring useful information and knowledge from massive textual data, 
commonly appearing in technical papers, patent documents, reports, white papers,  
e-mails, Web pages, and notes from call centers [4].  

2   The Need of Text Summarization Within EIM 

Because of the rich information involved in textual data, how to utilize and how to 
discover knowledge from them effectively and efficiently has become a concern. 
However, only a few studies have been reported on textual information management 
within engineering domain, due to the aforementioned limitations. These existing 
studies can be divided into two major areas: information indexing & searching [5] and 
automatic text classification [6]. On the other hand, another important issue, i.e. 
integrating information from multiple textual sources and extracting useful information 
to fulfill users’ requirements, has not yet been covered by previous studies. 

Due to the current overload of engineering information, even with the powerful 
classification and searching tools, users often encounter a huge amount of retrieved 
documents for any given topic. Users have to screen these documents manually, 
which often takes a lot of time, until they satisfactorily identify documents relevant to 
their specific purposes. In such context, a summarization system, which can integrate 
the information from retrieved documents and facilitate the searching process, is 
much needed. The retrieved documents, regarding the same query, must share much 
common information which is interesting to readers. Besides, in some documents 
there must exist some unique information. Therefore, the summarization system 
should be able to integrate the common and unique information from all documents. 
At the same time, this summarization system should be able to exclude the redundant 
and noisy information across the documents. 

Summarization is a process to distill the most important information from source 
documents and at the same time remove irrelevant and redundant information. 
Moreover, the output of a summarization system would be a well structured text 
compared to the unstructured source documents. Therefore, automatic text 
summarization could probably address the aforementioned limitations for handling 
textual information in EIM.  

The first implementation of automatic text summarization can be traced back to 
1950s [7]. During the last decade, there has been increasing interest with Multi-
Document Summarization (MDS), as an outcome of the capability to collect large sets 
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of documents online [8, 9]. The most popular MDS approach is clustering-
summarization which separates a document set into non-overlapping clusters of 
documents and summarizes each cluster. However, when applied to the real-world 
engineering document sets, the number of clusters is difficult to determine, and 
moreover, topics often overlap with each other and are not perfectly distributed in 
non-overlapping clusters of documents [3].  

3   Case Study: Summarizing Online Customer Reviews 

This case study aims to investigate the domain of customer reviews, which constitute a 
typical kind of documents used in EIM. Some work has been reported dealing with the 
vast amount of customer reviews [10, 11]. All these work focused on opinion mining 
which was to discover the reviewers’ orientations, whether positive or negative, 
regarding various features of a product, e.g. weight of a laptop and picture quality of a 
digital camera. However, opinion mining is not enough to cover all the important 
information from customer reviews and there is a desire to apply summarization 
techniques to identify the significant topics from multiple customer reviews [3]. 

In this case study, we propose a summarization approach based on the topical 
structure, which consists of a list of significant topics that are extracted from a 
document set [3]. The summarization performance was compared with the approaches 
of opinion mining and clustering-summarization. The data sets used in the experiment 
included five sets from Hu’s corpus [10] and three sets from Amazon.com. These 
document sets were moderate-sized with 40 to 100 documents per set. The compression 
ratio of summarization, i.e. the length ratio of summary to original text, was set to 10%. 
Summarization performance was evaluated according to users’ responsiveness. Human 
assessors were required to give a score for each summary based on its content and 
coverage of important topics in the review set. The score was an integer between 1 and 
5, with 1 being the least responsive and 5 being the most responsive. In order to reduce 
bias in the evaluation, three human assessors from different backgrounds joined the 
scoring process. For one set, all the peer summaries were evaluated by the same human 
assessor so that the hypothesis testing (paired t-test) could be performed to compare the 
peer summaries.  

Table 1 shows the average responsiveness scores of opinion mining, clustering-
summarization and our approach based on all the review sets. Table 2 presents the 
results of paired t-test between our approach and other methods. It could be found that 
our approach based on topical structure performed significantly better than other peer 
methods.  

Table 1. Average responsiveness scores 

 Responsiveness 
score 

Opinion mining 2.9 
Clustering-summarization 2.3 
Our approach 4.3 
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Table 2. Hypothesis testing (paired t-test) 

Null hypothesis (H0): There is no difference between the two methods. 
Alternative hypothesis (H1): The first method outperforms the second one. 

 P-value 
Our approach vs. opinion mining 1.91×10-3 
Our approach vs. clustering-summarization 2.43×10-4 

4   Conclusion 

This paper reviews the existing EIM applications, with the focus on textual information 
management, and addresses the need to apply automatic text summarization in EIM. 
Moreover, a case study to summarize multiple online customer reviews is introduced. 
This work might enrich the research of EIM since it examined the textual information 
which has been somewhat ignored in the previous studies. In the future, we will apply 
the summarization techniques to other types of documents in engineering domain, such 
as technical papers and patent documents. 
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